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Class Information

* Presentation sign up this week.

* Review format:

* Each student reviews papers from top conferences or journals. Submit reviews before the class in four
sections, including summary, paper strengths paper weaknesses, and detailed comments.



Machine Learning Systems
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Machine Learning Frameworks

We won’t focus on a specific one, but will
discuss the common and useful elements

. dmic 1,“
X arens I
CraphLab" Spark. X GBOOS L TensorFlow



A Typical Deep Learning System Stack
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A Typical Deep Learning System Stack
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Interesting Things to Cover in this Semester

Chatbot: Good Good Study
Day Day Up ?

Distributed Systems Topics

* Distributed training and networking-collective communication
* LLM inference and serving systems, and opportunities?

* Analysis of system bottlenecks

Al + Systems Topics
* Post-training techniques (Fine tuning variants, RL), and challenges?
* Trendy techniques that improve model inference perf.

* Agent system architectures.




Quick Recap: Elements of Machine Learning

[ feature |

1
Model | featureg . —
NS » 4 1 +exp (—wlz;)
_feaurem_
n
Objective  L(w) =) "Iy, 8;) + Alwl||’
1=1

Training B
(Optimization) W w WVwL(w)



Quick Recap: Deep Learning
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Ingredients of a Deep Learning

e Model and architecture

* Objective function and training techniques
* Which feedback should be used to guide the learning?
e Supervised, self-supervised, RL, adversarial learning

e Regularization, normalization and initialization (coupled with modeling)
* Batch norm, dropout, Xavier

* Get good amount of data



Ingredients of a Deep Learning

e Model and architecture

* Objective function and training techniques
* Which feedback should be used to guide the learning?
e Supervised, self-supervised, RL, adversarial learning

e Regularization, normalization and initialization (coupled with modeling)
* Batch norm, dropout, Xavier

_Discugjsion h%yv car;]these
. Get good amount of data ingredients affect the system
5 - design of ML frameworks
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A Typical Deep Learning System Stack
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Computation Graph Optimization

« E.g. Deadcode elimination
« Memory planning and optimization

« What other possible optimization can we do given a computational graph?

assign
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Parallel Scheduling

« Code needto run parallel on multiple devices and worker threads
o Detect and schedule parallelizable patterns

MXNet Example

>>> import mxnet as mx
>>> A = mx.nd.ones((2,2)) *2

>> C = A + 2
>>> B = A + 1
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A Typical Deep Learning System Stack
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GPU Acceleration

Most existing deep learning programs ,
runs on GPUs o ewctonmer

Warp Scheduler Warp Scheduler

Modern GPU have Teraflops of S B e e
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Specialized Accelerators

Tensor
Compute Primitives

Explicitly Managed
Memory Subsystem

Unified
Buffer
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A Typical Deep Learning System Stack

User AP

Automatic Differentiation

SyStem Graph IR Optimizations and Transformations
Components
Runtime and Parallel Scheduling

Architecture Optimized Device Code, Libraries

Accelerators and Hardware Backends

Not a comprehensive list of elements,
the systems are still rapidly evolving :)



Each Hardware backend requires a software stack

Programming Abstraction

Automatic Differentiation

Graph IR Optimizations and Transformations

Runtime and Parallel Scheduling

MKL-DNN ARM-Compute WASM Libary




Compiler Based Approach

Automatic Differentiation

High-level IR Optimizations and Transformations

Tensor Operator level Optimization

‘ Direct code generation



Questions
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A Typical PyTorch Workflow
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: 2. Build or pick a
1. Get data ready pretrained model
(turn into tensors)  (to suit your problem)

\
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2.2 Build a training loop

3. Fit the model to the 4. Evaluate the model 5. Improve through 6. Save and reload
data and make a experimentation your trained model
prediction

2.1 Pick a loss function & optimizer
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