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ABSTRACT
Investigating Internet incidents involves significant human
effort and is limited by the domain knowledge of network re-
searchers and operators. In this paper, we propose to develop
computational software agents based on emerging language
models (e.g., GPT-4) that can simulate the behaviors of knowl-
edgeable researchers to assist in investigating certain Internet
incidents and understanding their impacts. Our agent training
framework uses Auto-GPT as an autonomous interface to in-
teract with GPT-4 and gain knowledge by memorizing related
information retrieved from online resources. The agent uses
the model to reason the investigation questions and continu-
ously performs knowledge testing to see if the conclusion is
sufficiently confident or more information is needed. In our
preliminary experiment, we build an agent Bob, who studies
the impact of solar superstorms on the Internet and draws
conclusions similar to those from a recent SIGCOMM paper
written by a knowledgeable researcher. We envision this as
a first step toward developing a future highly knowledgeable
Internet researcher simulacra.
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1 INTRODUCTION
The Internet has transformed the way businesses operate and
has created new opportunities for the industry over the past
few decades. An important societal question is what will hap-
pen if the Internet stops working? A disruption of a regional
or global network for even a few minutes will lead to signifi-
cant losses for Internet service providers and their customers.
The economic impact of widespread Internet disruption can
lead to a loss of revenue of 7 billion [11].

The Internet and the research community have made sig-
nificant efforts in researching the causes and consequences of
Internet disruptions in order to better plan for future similar
events. Disruptions can be caused by various reasons: First,
the network can be disrupted due to technical and config-
uration errors. For example, Facebook DNS was down for
seven hours due to BGP configuration errors [22]. Second,
infrastructures can be disrupted or stopped functioning due to
natural disasters and hazards. The tsunami in Southeast Asia
in 2004 caused major service disruptions [20]. Third, certain
black swan events, such as the COVID-19 pandemic and the
911 crisis, have a profound influence on internet usage and
cause regional performance reductions or disruptions [6].

Existing investigation of Internet outage incidents and fu-
ture response planning often involve lengthy human efforts.
Research in this space requires time-consuming procedures
including data collection, statistical analysis, research explo-
ration, and future response planning, mainly done by expe-
rienced Internet researchers. For instance, solar storms, as
powerful ejections of a large mass of highly magnetized parti-
cles from the Sun, are a potential danger facing the Internet
with the potential for global disruption. A research team at
UC Irvine has conducted an initial investigation on the im-
pact of solar storms [9]. With various historical events and
future black swan events, we envision that it is challenging to
systematically uncover and investigate all disruption events,
with varying geographically locations, national policies, oc-
currence frequencies, etc. In this paper, we ask can we build
software agents that simulate what experienced network
engineers and researchers would do in Internet event inves-
tigation with believable behaviors?

https://doi.org/10.1145/3626111.3628212
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However, human behaviors are highly complex, and mod-
eling an experienced human researcher requires a vast knowl-
edge base across different domains, such as computer net-
working, math and statistics, and sociology. With the emer-
gence of large language model (LLM), modeling believ-
able human behavior via a computational software agent
might be well within our reach [16]. Recent foundational
LLMs [1, 14, 17], have shown that simulating human behav-
ior at a single time point with high-quality results is a reality.
One can ask ChatGPT [13] a specific and complex question
beyond the knowledge of a nonexpert, such as “what will
happen if a powerful solar storm hits Earth”, or a request such
as “summarize the recent occurrences of earthquakes in North
America”. While such one- or several-round interactions with
a foundational model is impressive, simulating network re-
searchers requires an approach that can retrieve vast knowl-
edge and investigate events of a longer period via (1) various
communication channels, (2) learn from the long-term inter-
actions to draw higher-level inferences, and (3) reason about
an event with the current and long-term behaviors.

In this paper, we explore the feasibility of developing a
software agent that can simulate the believable behaviors
of experienced Internet researchers. Just like an Internet re-
searcher, a well-trained agent should be able to investigate
any Internet event by collecting and retrieving event data from
various Internet sources, analyzing and summarizing the col-
lected data, and drawing expert-level conclusions about the
event with potential future response to it. Meanwhile, a soft-
ware agent should also be different from a human researcher,
so that it can investigate all types of Internet disruption in
various geographical locations, varying Internet userbases,
and various government regulations.

To enable such a software agent, we need to autonomously
interact with an LLM to perform a series of investigation
actions to acquire knowledge about real-world events. In-
spired by the recent generative agent effort [16], we describe
a simple, yet effective agent architecture that exacts, mem-
orizes, synehsizes and applies relevant knowledge from the
Internet to generate believable simulations using an LLM. In
particular, the architecture comprises four components: (1)
The first is role definition that specifies the role of the agent
with achievable goals and plans for what to act. (2) The sec-
ond is information retrieval, which retrieves relevant online
materials to gain knowledge about the role. (3) The third is
knowledge memory, a long-term logging store that records,
in natural language, a set of agents’ experiences so far from
gaining knowledge. (4) The fourth is knowledge testing and
self-learning, which evaluates current knowledge of the agent
and performs self-improvements. When interacting with the
LLM in any component of the agent architecture, we entail an
autonomous tool (e.g., Auto-GPT [2]) that interacts with the
LLM using automatic prompting without human involvement

to achieve a goal (e.g., understand what a solar storm is based
on online resources).

To evaluate the agent architecture, we run a preliminary
experiment investigating the impact of powerful solar storms
as discussed in a SIGCOMM’21 paper [9]. Our agent Bob
is trained solely based on Google search information via the
agent training framework without knowledge of this paper.
With several rounds of autonomous interactions with GPT-4
to obtain knowledge online, Bob draws high-quality conclu-
sions similar to those of the authors in [9] and proposes a com-
prehensive response plan for future events (as in §4). This
initial promise opens up a range of new research problems:
Can we generate high-quality questions for a research/inves-
tigation topic? Can we enhance the autonomous Auto-GPT
tool to perform comprehensive behaviors? Can we enhance
the capability of the agent via interacting with multiple and
multi-modal models? Can we evaluate and improve long-term
robustness?

2 MOTIVATION AND OPPORTUNITIES

Disruptive incidents on the Internet: A growing number of
possible events and incidents can disrupt the Internet:
• Large-scale configuration errors within essential Internet

infrastructures. For example, on October 4th, 2021, a pro-
longed Facebook DNS outage of more than seven hours
led to a surge in user complaints and interrupted communi-
cation, commerce, and vital services [22].

• Natural disasters such as earthquakes, tsunamis, or vol-
canic eruptions can jeopardize critical Internet infrastruc-
ture in affected regions. For instance, the most notable solar
event to date, documented in 1921, resulted in extensive
power outages and severe damage to the telegraph network,
the predominant communication system of that era [9].

• Geopolitical events such as international conflicts or strained
relations, can cause intentional disruptions to Internet ser-
vices or the development of disconnected networks [23].

• Other black swan events that impact human activity, such
as the COVID-19 pandemic. A highly infectious and deadly
pandemic can hinder the workforce responsible for secur-
ing the Internet infrastructure, causing widespread disrup-
tions in Internet services due to the scarcity of skilled per-
sonnel for maintaining the infrastructure [6, 15].
The potential implications of the above events encompass

extensive and prolonged Internet outages, data breaches, and
economic repercussions. These situations emphasize the need
to investigate the events, develop comprehensive contingency
plans, and motivate/promote resilient infrastructure to miti-
gate potential future disruptions.
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2.1 Challenges of Investigating the Internet
As a human researcher, investigating an internet disruption
event presents a multitude of challenges. A typical investiga-
tion workflow and its challenges are:
• Online and literature survey. A considerable body of litera-

ture exists within any given domain. For researchers new
to the field, identifying and reviewing pertinent studies can
be a daunting and time-consuming task.

• Access to data and resources Acquiring relevant resources
in a (unfamiliar) domain is challenging, especially for re-
searchers without prior experience in the area.

• Overcoming technical obstacles. Investigating large-scale
Internet black-swan events often requires the development
of innovative simulations and testbeds, as well as the adop-
tion of unique methodologies, tools, and techniques.

• Addressing financial constraints. Securing funding for re-
search in a specialized domain can be difficult, particularly
in the absence of a proven track record.

• Navigating ethical and political risks. Certain events may
be limited to research within specific regions, presenting
additional obstacles for researchers.
In summary, each of the challenges presents its own com-

plexities, making the Internet incident investigation both time-
consuming and resource-intensive for human researchers.

2.2 Opportunities from LLM
Recent advances in LLM [1, 3, 4, 14, 17] provide a promis-
ing opportunity to develop interactive software agents that
simulate the behaviors and thought processes of Internet re-
searchers, to assist in incident investigation. Existing founda-
tion LLMs, such as GPT-4 [14] and LLaMA [17], can serve as
extensive knowledge bases to plan a series of viable actions
toward a given goal and evaluate the knowledge obtained
from online resources. One can interact with ChatGPT (GPT-
4) via a series of prompts, where a prompt consists of one or
several natural language sentences that raise an issue or pose
a question to the model, which then responds accordingly.

Now, the question is how we can turn the capability and
knowledge of LLMs into software agents that act consistently
with their past learning experiences and react believably to
human questions. An ideal software agent with LLMs would
possess enhanced data analysis and pattern recognition ca-
pabilities based on a vast knowledge base. However, current
human-computer interaction with LLMs is based on indi-
vidual prompt-based interactions, which are inefficient in
acquiring knowledge. We need a list of carefully engineered
prompts to achieve a goal, e.g., finding a list of relevant arti-
cles from an online source requires a human to specify the
topics, locations, formats, and material qualities.

Web Resources

Specification: 
Role, Goals

Memorizing retrievable knowledge 

knowledge
.json

Search via Auto-GPT for Goal 1

Output 

Continuous self-learning 
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…
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Figure 1: Agent architecture overview.

3 DESIGN OVERVIEW
To enable an interactive agent to investigate Internet incidents,
we propose an LLM-based framework as shown in Figure 1.
Our framework consists of four components:

1 Role definition: We first define the role of the agent we
aim to build. For example, we can define a “Role” of agent as
a researcher who understands the effect of solar storms on the
Internet infrastructure. Then we provide several initial “Goals”
for the role, e.g., understanding solar superstorm effects and
current network infrastructure equipment.

2 Information retrieval: After the initial role definition,
the agent will act to retrieve the information from the Internet
resources (e.g., Google, Twitter, and Reddit) to enhance itself
with more domain knowledge.

3 Knowledge memory: During the retrieval, the most rele-
vant domain information will be saved as knowledge memory
in a knowledge.json file (in Figure 1). When the agent is in
new conversations, the up-to-date knowledge will automati-
cally be loaded to its prompts.

4 Knowledge testing and self-learning: We ask the agent
(via the LLM) to estimate its confidence for each query based
on the knowledge memory. If the confidence level is above
a threshold (e.g., confidence = 7), we consider it ready for
the current query. Note that increasing confidence can result
in a longer iterative self-learning process, but can produce
higher-quality answers. If the agent lacks confidence in an
answer, it will seek additional knowledge from the Internet,
repeating the pipeline from the information retrieval step until
it reaches the confidence level.

At a high level, we initialize an agent and obtain topic-
related knowledge from the web. With the knowledge col-
lected, we load it into an LLM for reasoning and answering
the questions. If the agent is not confident enough to answer
the question, new knowledge is continuously added to the
agent’s memory. Once ready, the agent will be able to answer
questions about Internet incidents, acting as a researcher. We
further discuss the components of this framework below.
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3.1 Autonomous LLM Interaction
A key enabler to realize our agent architecture is to acquire
real-world events and knowledge. Auto-GPT, an open-source
tool powered by GPT-4, synthesizes LLM “thoughts” to au-
tonomously achieve designated goals [2]. In contrast to tradi-
tional human prompting, Auto-GPT interacts with the LLM
to generate automatic prompts. This is accomplished through
a combination of intricate components that enable efficient
knowledge management and information retrieval. The sys-
tem incorporates long-term and short-term knowledge man-
agement strategies, facilitating the effective storage and re-
trieval of relevant information across varying time scales. Fur-
thermore, Auto-GPT possesses Internet access capabilities,
allowing it to conduct searches and collect pertinent informa-
tion autonomously. These features collectively enhance the
agent’s ability to operate independently and adapt to various
tasks with minimal human supervision [2].

Existing research indicates that Auto-GPT can be readily
adapted to online decision-making tasks that closely resemble
real-world situations [24]. However, our goal is to augment
and extend Auto-GPT’s capabilities to address not only on-
line stochastic tasks, but also to establish the agent as an
expert in Internet research, specifically focusing on disaster
investigation and response planning.

3.2 Agent Architecture
We illustrate the architecture by describing an example agent
Bob who simulates an Internet researcher to investigate solar
superstorms and their impacts on the network infrastructure.

1. Defining the role of the agent: To start with, the only
human knowledge we need to create Bob is to define the role
of the agent with several initial goals that are closely related to
background knowledge. For investigating solar superstorms,
we specify three goals that are related to an Internet researcher
role, as shown in the snippet below.

Name: Agent Bob
Role: An Internet researcher searches for knowledge of
solar superstorms and network infrastructure.
Goals:
– Understand solar superstorms and Coronal Mass Ejection,
and principles of their formation and effects.
– Knowledge of past solar superstorm events and their dam-
age and impact.
– Understand the current global large-scale network infras-
tructure equipment such as fiber optic cables, power supply
systems, etc.

Given specific goals, Bob will attempt to acquire a com-
prehensive action plan for each goal (e.g., utilizing the search
engine, as shown in the following snippet), along with a list

of testing prompts to assess whether Bob is sufficiently con-
fident in answering questions related to solar superstorms.
This planning phase is accomplished by submitting each goal
to the LLM via Auto-GPT and retrieving the detailed plan
outlining the steps to achieve the goal.

2. Agent information retrieval: With the initial action plans,
Bob adheres to the Auto-GPT guidelines and diligently navi-
gates through the extensive repository of information avail-
able on the Internet to accurately extract the most relevant
information (e.g., search Google for solar storm and network
topology, as shown in the snippet below). Throughout this
process, if a particular step of the plan appears ambiguous
or insufficiently defined, Bob uses Auto-GPT to invoke the
Chain of Thoughts (CoT) [19] technique to further decom-
pose each step into intricate subplans, thus enhancing the
feasibility of the overall plan.

Agent Bob THOUGHTS: I need to gather information
on solar superstorms and their effects, as well as global
network infrastructure. I will start by using the ‘google’
command to search for relevant information.
PLAN:
– Use the ‘google’ command to search for information on
solar superstorms and network infrastructure.
– Analyze the search results and gather relevant information.
– Save important information to files for future reference.

3. Knowledge memorization: By acting on the retrieval plan,
Bob obtains relevant information as the knowledge to be
memorized. The responses from various web resources (e.g.,
Google, Twitter, and Reddit) will be stored in the memory of
agent Bob (as a Knowledge.json file).

4. Knowledge testing and continuous self-learning: While
Auto-GPT exhibits a degree of self-correction during knowl-
edge exploration, it often encounters limitations due to its lack
of understanding of long-term study processes and knowledge
management. To address this challenge, we propose a novel
iterative self-learning pipeline:

We begin with the previously created list of queries fre-
quently posed to the agent in its current role. Subsequently,
each query is submitted to the agent, which is then prompted
to assess its confidence in answering the question based on
the information stored in its current knowledge.json file.
The agent is instructed to return a confidence score ranging
from 0 to 10. If the confidence score falls below a predefined
threshold (e.g., confidence = 7), the agent is currently deemed
insufficiently qualified and required to search the internet for
additional relevant knowledge, which is then incorporated into
its knowledge. The agent performs iterative self-learning on a
series of prepared testing queries can reduce its exploration
searching space, which also increases the agent’s potential
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to behave like an expert in a specific domain (i.e., finally an-
swering questions with an above-threshold confidence score).

Query: Based on your knowledge, rate confidence on a
scale from 1 to 10 to answer the following question: Which
is more vulnerable to SOLAR activity? Is it the fiber op-
tic cable that connects Brazil to Europe or the one that
connects the US to Europe?
Agent Bob: My confidence level in answering this question
is 3. I can provide general insights about the vulnerability
of network infrastructures to solar activity, but I lack the
specific information required to assess the vulnerability of
the mentioned fiber optic cables.

Query: Your confidence is too low. What will you search
for to get more information on this question?
Agent Bob: To gather more information, I will search for
the following questions:
"What is the specific route of the fiber optic cable con-
necting Brazil to Europe and the one connecting the US to
Europe?"

4 PRELIMINARY EVALUATION
We train an agent Bob by interacting with GPT-4 to automati-
cally leverage Internet knowledge to simulate an experienced
Internet researcher and investigate solar storm events as the
author of paper Solar Superstorms: Planning for an Inter-
net Apocalypse [9]. Our evaluation shows that the research
agent is promising: Bob autonomously studies the topic of
solar storms from online resources, answers detailed ques-
tions about their impact on the Internet, and draws similar
conclusions as a researcher to assist in the investigation.

4.1 Methodology
To evaluate agent Bob, we select all the key conclusions in
the SIGCOMM paper [9] and generate quiz questions to ask
the trained agent Bob. Specifically, Bob does not receive this
research paper and other related articles that can give the
answers directly as a knowledge base during the training
process (as verified later), but learns the principles and history
of solar storms through other Internet resources, in order to
understand the role of solar storms in affecting the Internet.
When defining the agent role, we assign the following goals
to Bob via Auto-GPT to automatically search for knowledge
about solar superstorms and their impacts. Bob will:
• understand solar superstorms and Coronal Mass Ejection,

and have a systematic understanding of the principles of
their formation and effects,

• gain knowledge of past solar superstorms events and their
damage and impact,

• learn the current global large-scale network infrastructure
equipment such as optic fiber cables, power supply systems,

etc., and have a comprehensive understanding of their role
and potential causes to distribution.
In our experiment, Bob needs to learn from the relevant

online resources and connect them to generate new ideas.
After memorizing the extracted knowledge, Bob will feed
his knowledge to GPT-4 as part of the prompt to answer the
questions generated from the Solar Superstorm paper. During
this process, we generate several testing prompts with the
following format:
• The original conclusions from [9]: The cable between

Brazil and Europe has less probability of being affected
compared to the cables connecting the US and Europe.

• Prompt (to test): solely based on {agent name}’s knowl-
edge, what will {agent name} answer the following ques-
tion: Which is more vulnerable to solar activity? The fiber
optic cable that connects Brazil to Europe or the one that
connects the US to Europe?

• Confidence: How confident to answer the following ques-
tion. Rate his confidence on a scale from 1 to 10.

• Self-learning prompt: To better answer this question, what
knowledge {agent name} will search on the Internet?

4.2 Research Ability
Compared to academic papers written by knowledgeable re-
searchers, Bob created in our automated framework shows
impressive research ability. Agent Bob reached a high level
of consistency in 7 out of 8 conclusions made in the paper of
Solar Superstorms: Planning for an Internet Apocalypse [9].
We present two representative conclusions:
1. The cable between Brazil and Europe has less probability

of being affected compared to cables connecting the US
and Europe.
First, ChatGPT/GPT4 can not provide high-quality an-

swers to this question directly, as shown below.

Prompt: Which is more vulnerable to solar activity? The
fiber optic cable that connects Brazil to Europe or the one
that connects the US to Europe?

Response: Both the fiber optic cables that connect Brazil
to Europe and the one that connects the US to Europe can
be vulnerable to solar activity. Solar activity, such as so-
lar flares or geomagnetic storms, can cause disruptions in
satellite communications, power grids, and other electronic
systems on Earth. These disruptions can indirectly affect
the functioning of fiber optic cables as well. However, the
exact impact and vulnerability can vary depending on the lo-
cation and specific design of the cables. Additionally, there
are various protective measures in place to mitigate the
impact of solar activity on such communication systems.
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Moreover, ChatGPT also claims to not have the information
of the paper [9] and the author. Now, with agent Bob, we test
the following prompt, but his response needs improvement.

Prompt: Which is more vulnerable to solar activity? The
fiber optic cable that connects Brazil to Europe or the one
that connects the US to Europe? How confident he will be
to answer the following question. Rate his confidence on a
scale from 1 to 10.
Agent Bob: While Bob has knowledge about the growth of
fiber optics and potential threats to network infrastructure
from solar superstorms, he does not have specific informa-
tion on the vulnerability of individual fiber optic cables
connecting Brazil to Europe or the US to Europe. To accu-
rately determine the vulnerability of specific cables, factors
such as their routes, underground vs. overhead cabling, the
resilience of power grid infrastructure in those regions, and
other relevant factors would need to be considered. This
specific knowledge is not provided in Bob’s given knowl-
edge. Given the information provided, we might rate his
confidence around 3 out of 10.

We then do one round of self-learning.

Self-learning prompt: To gather more information on the
vulnerability of the fiber optic cables connecting Brazil to
Europe and the US to Europe to solar activity, Bob might
search for the following questions:

• “What is the specific route of the fiber optic cable con-
necting Brazil to Europe and the one connecting the US
to Europe?”

• “What is the historical data on solar activity and geomag-
netic storms in the regions where these fiber optic cables
are located?”

With the additional knowledge, we test again and Bob can
answer the question with a better quality conclusion.

Prompt: Which is more vulnerable to solar activity? The
fiber optic cable that connects Brazil to Europe or the one
that connects the US to Europe? How confident he will be
to answer the following question. Rate his confidence on a
scale from 1 to 10.
Agent Bob: The fiber optic cable that connects the US
to Europe. This is because solar activity has a more signif-
icant impact on higher latitudes, and the cable connecting
the US to Europe is likely to pass through higher latitudes
than the one connecting Brazil to Europe. Given the infor-
mation provided, we might rate his confidence around 8 or
9 out of 10.

2. Google data centers have a better spread, particularly in
Asia and South America. Facebook is more vulnerable.

Similarly, Bob does not answer the question well based on
the first round of knowledge retrievel.

Prompt: Solely based on Bob’s knowledge, what will Bob
answer the following question: Whose datacenter is more
vulnerable. Google’s or Facebook’s? How confident he will
be to answer the following question? Rate his confidence
on a scale from 1 to 10.
Agent Bob: Bob would likely not be able to definitively an-
swer this question without additional information. Both
Google and Facebook have many data centers located
throughout the world, and these data centers are designed
and maintained to high standards to ensure resilience and
redundancy. Without specific information on the location,
design, and maintenance standards of the data centers in
question, it’s difficult to say which would be more vulner-
able. Given the information provided, we might rate his
confidence around 3 out of 10.

We then do one round of self-learning.

Self-learning prompt: To gather more information on the
vulnerability of Google and Facebook’s datacenter to solar
activity, Bob might search for the following questions:

• “What is the location of their data centers?”

• “What is the design of their data centers?”

We then test again. Bob answers the question with a better-
quality response.

Prompt: Solely based on Bob’s knowledge, what will Bob
answer the following question: Whose datacenter is more
vulnerable? Google’s or Facebook’s? How confident he will
be to answer the following question. Rate his confidence
on a scale from 1 to 10.
Agent Bob: By looking at the geographical spread of data
centers, Google’s data centers are more globally dis-
persed compared to Facebook’s. This could potentially
provide Google with more resilience against regional
events. It’s also worth noting that both companies have
data centers in regions potentially vulnerable to solar ac-
tivity (like Northern Europe and the US), but Google has a
broader presence in regions less likely to be affected (like
Asia, Australia, and South America). Given the information
provided, we might rate his confidence around 6 out of 10.

To draw these conclusions, human researchers need to un-
derstand the principles and effects of solar storms, the impact
of Earth’s geographic location on the extent of their activity,
and infrastructure management. They should also know other
topics such as the distribution of fiber optic cables, data cen-
ters, and security. Now, Bob learns above topics in the order
of minutes. During the experiment, we carefully monitor how
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Bob draws conclusions for the above research questions to
verify the sources of the knowledge. Bob obtains knowledge
from various online sources, including articles about subma-
rine cabling [7, 12, 21], electronic devices and integrated
circuits [5], and solar storms [18]. With the information, Bob
then leverages LLM to perform reasoning, draw conclusions,
and conduct self-learning if the confidence level is low.

4.3 Planning Ability
With Bob’s existing knowledge of solar storms and the In-
ternet, we hope that he can generate a response plan for the
future occurrence of such events. Since there are no metrics
for the accuracy of future prediction and strategy formula-
tion, we are unable to give a quantitative evaluation of future
plans from Bob. However, we ask Bob to plan a“shutdown”
strategy. When compared to the latest research result of hu-
man researchers, the content of Predictive Shutdown and
Redundancy Utilization is highly consistent. This is only
a preliminary result since Bob has not yet fully trained for
planning since many related materials (e.g., from Twitter and
Reddit) cannot be obtained due to the current Auto-GPT tech-
nical limitations.

Agent Bob: Suggesting the following strategy:

• Predictive Shutdown: Upon receiving information about
a CME, start with shutting down the systems that are
most vulnerable, particularly those located at higher
latitudes and those systems that are unshielded or lack
redundancy. This could minimize potential damage.

• Redundancy Utilization: Redirect traffic and operations
to redundant systems that are in safer zones. If possible,
scale up the operations in these systems in anticipation
of the additional load.

• Phased Shutdown: Implement a phased shutdown ap-
proach. The exact sequence could depend on the specific
systems, their vulnerability, and the services supported.

• Data Preservation: Ensure that critical data is preserved
and backed up before the shutdown. This could be useful
in case of any unexpected occurrences during the CME.

• Gradual Reboot: After the CME impact, do not switch
on all systems at once. Instead, implement a phased or
gradual rebooting process. Check for damage or errors
before returning the system to normal operations.

5 OPEN QUESTIONS
We conclude by highlighting a subset of new and exciting
opportunities for further research in this space.
Generating high-quality research questions. Often, iden-
tifying a right research question to ask is perceived as more
challenging than addressing an established one, as the domain
knowledge, analytical reasoning, the exploration of uncharted

topics, and risk analysis, are needed. One future direction
would be to train an agent explicitly to generate research
questions. During its training phase, the quality of the agent’s
questions could be appraised based on the volume and cita-
tions of relevant existing literature. Once the agent begins to
pose questions without retrieving ready-made answers from
existing studies, the viability and novelty of these questions
can be reassessed by expert researchers.
Limitations of Auto-GPT. Auto-GPT currently has not yet
supported the crawl of online content from various websites,
including but not limited to academic paper websites, social
media such as Twitter, and news websites. These technical
limitations hindered the agent from obtaining knowledge from
a large number of sources. We plan to develop an integrated
online crawler for Auto-GPT to fetch and analyze diverse
resources with a unified format.
Learning and interacting with multiple LLMs. The cur-
rent prototype is limited to interacting with one LLM in a
relatively short timescale. If specialized LLMs for certain
domains are available, future work should aim to observe the
agent’s behavior over a long period of time with interactions
with multiple LLMs in order to gain more comprehensive
understanding of the agent’s potential capabilities. Moreover,
varying and contrasting the LLMs will gain insights into fur-
ther parameter tuning and performance improvements.
Software agents should also see and listen like human
beings. While natural languages are an important interface for
human communication, software agents should also be able
to see images and videos and listen to the audio by interacting
with multi-modal models [8, 10], which would significantly
strengthen their research ability. GPT-4 is already a multi-
modal model that accepts texts and images. As a next step,
we will incorporate image data (about natural disasters and
network equipment) into the agent architecture.
Long-term robustness. Currently, we have limited knowl-
edge of how robust this kind of software agent is when per-
forming research tasks. As discussed in prior efforts [25],
LLMs can output results that reflect bias and stereotypes.
While research topics might be more objective than subjective,
the agent can draw biased conclusions. We plan to evaluate
the long-term robustness of the agent and investigate proper
parameter and value alignment to reduce the bias.
Security and ethical considerations. A software agent might
be vulnerable to various attacks during its training and self-
learning phases. The prompts and the knowledge memory file
can be hacked with adversarial data, such as carefully crafted
conversations. Moreover, it is an open direction for the entire
community to investigate the impact of errors and biases, e.g.,
drawing hateful conclusions about certain ethnic groups.
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